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-------------------------------------------------------------------ABSTRACT--------------------------- ----------------------------------- 
The broadcast operation, as a fundamental service in mobile adhoc networks (MANETs), is prone to the broadcast storm 
problem if forwarding nodes are not carefully designated. The objective of reducing broadcast redundancy while 
providing high delivery ratio under high transmission error rate is a major challenge in MANETs. This paper proposes a 
simple broadcast algorithm, called enhanced double-covered broadcast (EDCB), which takes advantage of broadcast 
redundancy to improve the delivery ratio in an environment that has rather high transmission error rate.  
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1.  INTRODUCTION 

A  mobile adhoc network (MANET) enables wireless 
communications between participating mobile nodes 
without the assistance of any base station. The two nodes 
which are not in each other transmission range calls for a 
supporting intermediate node that relays the message and 
sets up communication. Further the broadcast operation 
place important fundamental role in the MANETs system 
by the way of radio transmission. With an added 
advantage of a single node transmitting packets, to the 
neighbors who can receive the message. But the 
MANETs system suffers from high transmission error 
rate owing to the high transmission contention and 
congestion. Hence providing higher reliability for 
broadcasting operation under dynamic MANET[16] 
system becomes an important concern and it posses a 
major challenge. And may be tackled by selecting an 
ideal error free fully coveraged environment with high 
transmission delivery ratio, single forwarding node 
which is entirely different from the existing algorithms 
that are based on probability.   

In that direction the acknowledgment messages 
(2ACKs)[16], used to ensure broadcast delivery ratio and 
E2ACK[17,16] fulfilling the requirements of receivers to 
send ACKs in response to the reception of a packet may 
becomes another bottleneck which rises to channel 
congestion and packet collision, are has to be effectively 
addressed. Hence the present paper aims at ad hoc 
networks using double coverage for improved 
broadcasting reliability.  

2. Enhanced DOUBLE COVERAGE 
BROADCAST (EDCB) – A NOVEL 
PROPOSAL  

With the goal of reducing the number of 
forwarding nodes without sacrificing the broadcast 
delivery ratio, here with it is proposed with a simple 
broadcast algorithm designated as called double-
coverage broadcast with feature of broad casting 
redundancy and higher delivery ratio with lowered high 
transmission error rate. 
    G = (V, E): a unit disk graph as in Fig 1  
Where  

V:  Node set (set of wireless mobile nodes) 
E: Edge set (set of bi-directional links between 
neighboring nodes) 
 
Two nodes are considered as neighbors if and 

only if their geographic distance is less than the 
transmission range r. In a localized broadcast protocol, a 
node v is equipped with a k-hop subgraph Gk (v) for a 
small k, such as k = 2 or 3. Gk (v), induced from k-hop 
information of v, is [Nk (v), Ek (v)]. Nk (v) denotes the k-
hop neighbor set of node v which includes all nodes 
within k hops from v (and also includes v itself). Hk (v) 
denotes the k-hop node set of v which includes all nodes 
that are exactly k hops away from v; that is, N0(v) = 
H0(v) = fvg, Nk (v) = Nk¡1(v) [ Hk(v), Hk(v) = Nk(v) / 
Nk¡1(v), for k=1. For convenience, 1-hop neighbor set 
N1 (v) and 1-hop node set H1 (v) are represented as N (v) 
and H (v), respectively. Ek (v) denotes the set of links 
between Nk (v), excluding those links between Hk (v). 
That is, Ek (v) = Nk1 (v) £ Nk (v). For example, if v has 1-
hop neighbor information, then it knows all its neighbors, 
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but not the links between these neighbors. If V is a node 
set, N (V) is the union of the neighbor sets of every node 
in V, that is, N (V) = [8w2V N (w)]. 

 

 
Fig1: Disk graph of MANETS 

 
2.1 Algorithms  
2.1.1 Dynamic Neighbor-designating Broadcast 
Algorithm 
 1. Let u be the senders broadcast packet, let it designate 
some neighboring node as its forwarding node set F(u) to 
cover its 2 hop node set H2(u) thus u sends the packet 
together with F(u). 
2. As the node v receives the packet form u for the first 
time, if v is not designated as a forwarding node by u, it 
does nothing; otherwise it becomes a new sender and 
goes to step 1 above and is as shown in the Fig 2.  

 
Fig 2. Multiple relays (MPR) 

 
The algorithms of the class of dynamic 

neighbor-designating broadcast algorithms adopting 
greedy strategy so as to designate minimum number of 
forwarding nodes are selected so that other neighbors can 
take the non-forwarding status.  
 In this proposal, multipoint relays [8, 9] are 
adopted selected as the forwarding nodes to propagate 
link state messages. The MPRs are selected from 1-hop 
neighbors to cover 2-hop neighbors. Forwarded nodes 
are not considered for a node to select its MPRs and, 
therefore, the entire set of 2-hop neighbors must be 
covered (Figure 1(a)). Specifically, v selects its 
forwarding node set F from all candidate neighbors X = 
H (v) = N (v) ¡ fvg to cover its uncovered 2-hop 
neighbors U = H2 (v) = N2 (v) ¡ N (v) with a simple 
greedy algorithm used in the set coverage problem [10]. 
These forwarding nodes set selection process (FNSSP) 
are detailed as follows. 
2.1.2: Forwarding Node Set Selection Process (FNSSP) 
(for node v) 
1. Initially, X = H (v), U = H2 (v), and F = Á. 
2. Find w (in X) with the maximum effective neighbor 
degree degree (w) = jN(w) \ Uj. 
3 .F = F [ fwg, U = U ¡ N(w), and X = X ¡ fwg. 

4. Repeats step 2 and 3 above until U becomes empty as 
illustrated in Fig 3. 

 
Fig 3: Dominant Pruning 

 
2.1.3 Enhanced Double-Covered Broadcast Algorithm 
 Initiation  

Broad casting network requires a packet to 
receive by all nodes in the network. But transmission 
interference and the movement of the nodes may cause 
some nodes to lose the broadcast packet. The redundancy 
of the broadcast packet can bring more opportunities for 
a node to receive the packet successfully. Moreover, if 
the sender can retransmit the packet, the number of nodes 
that receive the broadcast packet is also increased. 

The proposed enhanced double-covered 
broadcast (EDCB) algorithm [1,6] works as follows 
When a sender broadcasts a packet, it selects a subset of 
1-hop neighbors as its forwarding nodes to forward the 
packet based on a greedy approach. The selected 
forwarding nodes satisfy the following: 
 
1.   They cover all the sender’s 2-hop neighbors 
2. The sender’s 1-hop neighbors are either forwarding 
nodes, or non-forwarding nodes but covered by at least 
two forwarding nodes  

After receiving a new broadcast packet, each 
forwarding node records the packet, computes it’s 
forwarding nodes and rebroadcasts the packet as a new 
sender. The retransmissions of the forwarding nodes are 
overhead by the sender as the acknowledgement of the 
reception of the packet. The non-forwarding 1-hop 
neighbors of the sender do not acknowledge the receipt 
of the broadcast. The sender waits for a predefined 
duration to overhead the rebroadcast from its forwarding 
nodes. If the sender fails to detect all its forwarding 
nodes retransmitting during this duration[7,9], it assumes 
that a transmission failure has occurred for this broadcast. 
The sender then resends the packet until all the 
forwarding nodes’ retransmissions are detected or the 
maximum number of retries is reached. The sender may 
miss a retransmission from a forwarding node, and 
therefore resends the packet. When the forwarding node 
receives a duplicated broadcast packet, it sends an ACK 
to acknowledge the sender. 

The EDCB algorithm selects a set of forwarding 
nodes that form a virtual backbone of the network. The 
forwarding nodes are selected in such a way that they 
balance the average retransmission redundancy for the 
delivery of a broadcast packet throughout the entire 
network. The scheme avoids the broadcast storm 
problem: since only the forwarding nodes transmit the 
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packet, the broadcast collision and congestion are 
reduced. This scheme also avoids the ACK implosion 
problem: the retransmissions of forwarding nodes are 
also used as the ACKs to the sender so that no extra 
ACKs are needed. The failure of overhearing forwarding 
nodes’ relays will trigger the sender to retransmit the 
packet, so that the packet loss can be recovered in a local 
region. Each non-forwarding node is covered by at least 
two forwarding neighbors so that it can tolerate a single 
transmission error and its chance to receive the broadcast 
packet successfully is greatly increased even in a high 
transmission error rate environment. Moreover, the 
algorithm does not suffer the disadvantage of the 
receiver-initiated approach that needs a much longer 
delay to detect a missed packet. 
 
Forwarding Node Set Selection Process 

Assuming that each node v knows its 2-hop sub 
graph G2 (v) = (N2 (v); E2 (v)). A forwarding node v 
uses the FNSSP-DC (Algorithm 3) to determine its 
forwarding node set F(v): v uses the FNSSP algorithm 
(Algorithm 2) to find F(v) in H(v) to cover N2(v) ( fvg 
(Figure 2(a)). Unlike the MPR algorithm [8] where only 
nodes in H2(v) need to be covered by forwarding node 
set F(v), the FNSSP-DC algorithm guarantees that v’s 2-
hop neighbor set N2(v) (excluding v itself) is completely 
covered by v’s forwarding node set F(v). Since v also 
transmits the packet to cover H (v), any non-forwarding 
node in H (v) is covered twice and is shown in Fig 4. 

 
1. Each node v computes X = H (v) and U = N2 (v) fvg. 
2. Node v uses the FNSSP to find F(v) in X to cover U. 

 
Fig 4: Illustrations of the forwarding node set selection 

process of the EDCB algorithms. 
 

The source of a broadcast operation uses the 
FNSSP-DC algorithm to determine its forwarding node 
set. Other forwarding nodes consider the impact of the 
sender of the broadcast packet. If v is a designated 
forwarding node of u, that is, v receives a new packet 
from u and v finds itself in F(u), v uses the FNSSP-EDC 
algorithm (Algorithm 4) to determine its forwarding 
node set (Figure 2(b)): v finds F(v) in H(v)¡N(u) to cover 
N2(v)¡N(u)¡N(F(u)¡fvg). The goal of FNSSP-EDC is to 
cover all those nodes in the 2-hop neighborhood of v, 
excluding those that have been already covered by u and 
those that will be covered by some other forwarding 
nodes of u. 

2.1.4 Forwarding Node Set Selection Process - Enhanced 
Double Coverage (FNSSP-EDC) 
 Referring to Fig 1, a sample network where node 2 uses 
the FNSSP-EDC to select its forwarding nodes 
1. Each node v sets X = H(v) ¡ N(u) and U = N2(v)  N(u) /  
N(F(u)  fvg). 
2. Node v uses the FNSSP to find F (v) in X to cover U. 
2.1.5 The Enhanced Double-Covered Broadcast (EDCB) 
Algorithm 
Notations 
F (v): the forwarding node set of node v. 
U (v): the uncovered 2-hop neighbour set of 
           node v. 
X (v):  the selectable 1-hop neighbor set of      
           node v. 
P(u), F(u)):unique broadcast packet P 
           forwarded by node v that attaches vs.  
           forwarding node set F (v). 
Twait: the predefined duration of a timer for a  
          node to overhear the retransmission of its  
          forwarding nodes. 
R: the maximum number of retries for a node. 
Proposed Algorithm  
1. When source s wants to broadcast P, it uses the 
FNSSP-DC to find F(s) and broadcasts P(s; F(s)). 
2.When node v receives P(u; F(u)) from u, 

v records P(u; F(u)). 
 v updates X(v) = X(v) ¡ N(u) and U(v) = U(v) ¡ N(u) ¡ 
N(F(u) ¡ fvg). 
if v 2 F(u) then if the packet has not been received 
before then v uses the FNSSP-EDC to find F(v) that 
covers U(v) and broadcasts P(v; F(v)).  
Else, v sends an ACK to u to confirm the reception of 
P and drops the packet. 
End if else v drops the packet. 
end if 

3. When node u has sent the packet, it starts a timer Twait 
and overhears the channel. After Twait is expired, if u does 
not overhear all nodes in F(u) to resend P or to send 
ACKs, u retransmits P until the maximal number of 
retries R is reached. 
 The above concept is supported by the following 
theorem, “Given a connected network, the EDCB 
algorithm works correctly based on the assumption that 
broadcasting through this network is an atomic 
operation” 
Proof: We prove Theorem 2 by contradiction. Assume 
that the network is not fully covered when broadcasting a 
packet with the EDCB algorithm, that is, we can find at 
least one node d such that d does not receive the 
broadcast packet from the source s. In Figure 5, the set C 
inside the circle represents the covered node set, C 
represents the uncovered node set. Therefore, s 2 C and d 
2 C. Since the network is connected, there exists a path 
from s to d. Suppose node x is the uncovered node that is 
closest to s on the path, and v is the predecessor of x on 
the path. Based on the assumption, v has received the 
broadcast packet, say v has received the packet from node 
u for the first time. Because x 2 N2(u), Theorem 1 
guarantees that u covers x. This contradicts the 
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assumption. Therefore, the EDCB algorithm guarantees 
the network is fully covered. 

 
Fig 5. Illustration of the Proof of the Theorem 

 
Working of the proposed EDCB Algorithm 
1. When a node s starts a broadcast process, s uses the 
FNSSP-DC algorithm to select its forwarding node set 
F(s), and broadcasts the packet P together with F(s). 
 2. When a node v receives P from an upstream sender u, 
it records P. v also updates its X(v) = X(v)¡N(u) and U(v) 
= U(v)¡N(u)¡N(F(u)¡fvg). Note that X(v) and U(v) are 
initialized to H(v) and H2(v). Then, v checks whether it 
is a designated forwarding node of u. If not, v drops the 
packet and stops the process; otherwise, v further checks 
whether P is ever received. If P is a new packet for v, v 
uses the FNSSP-EDC algorithm to compute its 
forwarding nodes F(v) and sends P with F(v). If v has 
already received P from another node, v will not forward 
P, but send an ACK to u to confirm the reception so that 
u will not   retransmit the same packet at a later time. 
3. When the sender u broadcasts P, it waits for a 
predefined duration Twait to overhead the retransmission 
of its forwarding nodes. If u overhears a retransmission 
packet from its forwarding node v, u regards this as an 
ACK from v. u may receive explicit ACKs from some of 
its forwarding nodes to confirm the reception. If u does 
not overhear all of its forwarding nodes when the timer 
expires, it assumes that the transmission failure has 
occurred for this packet. u then determines a new F(u) to 
cover the rest of the uncovered U(u) and resends the 
packet until the maximal number of retries R is reached.  
The  Fig 6 Shows working of EDCB 

 
Fig 6 Working of Proposed EDCB Algorithms 

 
3. Simulation   

In order to analyze the performance of the 
proposed algorithm, we run the simulation under the 
Glomosim simulator test bed with SMTP wireless 
extension. The simulator parameters are listed in Table 
1(a): the network area is confined within 1000×1000 m

2
. 

Each node in the network has a constant transmission 
range of 350 m. We use a two-ray ground reflection 
model as the radio propagation model. The MAC layer 
scheme follows the IEEE 802.11 MAC[6,7,9] 

specification. We use the broadcast mode with no 
RTS/CTS/E2ACK mechanisms for all message 
transmissions, including HELLO, DATA and 
E2ACK[16,17] messages. Since transmission errors may 
occur when nodes send messages in real wireless 
channels, we assume a probability P for each wireless 
channel to successfully transmit a message. The 
movement pattern of each node follows the random way-
point model: each node moves to a randomly selected 
destination with a constant speed between 0 and the 
maximum speed Vmax. When it reaches the destination, it 
stays there for a random period Ts and starts moving to a 
new destination. The pause time Ts is always 0 in our 
simulation. The network traffic load also affects the 
performance of the protocol; we change the value of 
constant-packet-rate CPR (packet per second) while each 
packet has a constant length of 64 bytes. A node may fail 
to receive a message because of a transmission error, a 
transmission collision or the node’s out-of-range 
movement. After sending a message, a node will wait for 
a period of time Twait and resend the message until it 
reaches the maximum value R. Each simulation was run 
for 100 seconds. In order to avoid the initialization bias 
of the system state on the broadcast operation, we first 
make all nodes move around within the area for 1000 
seconds so that they can thoroughly exchange HELLO 
messages to build up 1-hop and 2-hop neighbor sets. 
Then, some randomly selected nodes start to send 
broadcast packets. This procedure lasts for 100 seconds. 
To make sure all the broadcast packets propagate 
throughout the network, the simulation will last for 
another 10 seconds after the last broadcast process has 
been sent. We run the simulation 10 times to achieve a 
90% confidence interval for the results. 

Table 1. Simulator Parameters   
Parameter Value 
Simulator Advent  
Network area 1000 X 1000 
Transmission Rang 350m 
MAC Layer IEEE 802.11 
Data Packet Size 64 Bit  
Band width 4 Mb/s 
Simulation Time 90 s 
Number Trials 10 
Confidence Intervals 93 % 

 
4. Result Analysis 

In this 1000x1000 network area at low mobility 
where Vmax is 1 meter per second(m/s) and low 
transmission error rate (Perr= 0.8%). For data traffic load 
CPR at 10 packets per second (pkt/s), the hello interval 
HELLO  is 1 second (s), and the waiting time Twait is 50 
millisecond (ms). the identified  effect of network size is 
n  to each metric and the network under this environment 
can be considered being  static error-free. It is observed 
for the above conditions all algorithms have good 
delivery ratios (> 93%). Further the delivery ratio 
proposed  EDCB-SD is greater  than the other two 
algorithms namely DCB-ST, DCB-RE for all the ranges 
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considered. Where as the delivery ratios of all DCB 
algorithms are slightly higher than AHBP-EX at dense 
(n=1000 network),which suggesting the EDCB-SD 
algorithm delivery ratio is superior benefiting from the 
retransmission mechanism.  The fig7-10 are presented 
with the performance analysis of the Proposed EDCB-
SD algorithm. Fig 7 shows the packet delivery ratio for 
the different nodes. From fig it can be observed that with 
increased nodes the packet delivery ratio increases.  
Further form the nature of the curve it may be depicted 
that the packet delivery ratio increases with increased 
number of nodes.  
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Fig 7. Variations Delivery Ratio with increased number 

of nodes 
Fig 8 shows the Broad Casting ratio for the different 
nodes. From fig it can be observed that with increased 
nodes the broadcasting delivery ratio increases. Further 
from the nature of the curve it may be depicted that the 
broad casting delivery ratio increases with increased 
number of nodes. 
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Fig 8. Variations Broad Casting Ratio with increased 

number of nodes 
Fig 9 shows the broadcasting overhead for the different 
nodes. From fig it can be observed that with increased 
nodes the broad casting over head increases. Further 
from the nature of the curve it may be depicted that the 
broad casting overhead decreases with increased number 
of nodes. 
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   Fig 9. Variations  overhead with increased number of 

nodes 

 Fig 10 shows the Broad Casting end to end delay for the 
different nodes. From fig it can be observed that with 
increased nodes the broadcasting end to end delay 
increases. Further from the nature of the curve it may be 
depicted that the broad casting delivery ratio increases 
with increased number of nodes.      
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Fig 10. Variations end to end delay with increased 

number of nodes 
 
From this simulation, we can see that all 

algorithms have high delivery ratios under the 
1000x1000 that the network is almost static and 
transmission error-free. DCBs and AHBP-EX have 
comparable performance under this scenario. Also, we 
notice that EDCB-SD performs best among three DCB 
algorithms 

 
5. Implementation  
 The steps followed in the implementation of proposed 
EDCB-SD algorithms are shown  
 

Node creations          

 
   

Selection of Node 
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Dialog Conformation 

 
 

Prompt for port number. 

 
 

View of topology 

 
 
6. Advantages of EDCB and Comparisons 

The advantages of proposed EDCB are as 
follows  
1. Data redundancy is avoided, so that each node is 
promised to receive the packet only from one node. 
2.The total delay for getting acknowledgement at source 
is reduced since data redundancy is removed. 
3. In case of node failure, the node topology is 
rearranged so that child nodes of failed node receive the 
packets 
The comparison among various algorithms shown in 
Table 2 supports the proposed EDCB-SD algorithms: 

Table 2 Comparison of various algorithms  

7. Conclusions 
 Carried at on the extensive work EDCB are 
concluded as follows:  
 Algorithm provides high delivery ratio while 
suppressing broadcast redundancy. This is achieved by 
only requiring some selected forwarding nodes among 
the sender’s 2-hop neighbor set to forward the packet. 
The double-covered forwarding node set selection 
process provides some redundancy to increase the 
delivery ratio for non-forwarding nodes so that 
retransmissions can be remarkably suppressed when 
transmission errors are considered. The simulation results 
show that the double-covered broadcast algorithm has  

• high delivery ratio,  
• low forwarding ratio, 
•  low overhead and low end-to-end delay  
for a broadcast operation under high transmission 
error ratio environment. From the simulation, we 
observe that the EDCB is sensitive to the node’s 
mobility.  

 The EDCB provides full reliability for all 
forwarding nodes but not for non-forwarding nodes. In 
order to provide full reliability for all non-forwarding 
nodes, we can use the N-ACK mechanism such that a 
non-forwarding node will send a N-ACK message when 
the node notices a packet loss during the continuous 
broadcasting transmissions. 
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