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ABSTRACT
The broadcast operation, as a fundamental senvig®bile adhoc networks (MANETS), is prone to theddcast storm
problem if forwarding nodes are not carefully desiggd. The objective of reducing broadcast reduryamhile
providing high delivery ratio under high transm@sierror rate is a major challenge in MANETS. Tihégper proposes a
simple broadcast algorithm, called enhanced doctered broadcast (EDCB), which takes advantageraddcast
redundancy to improve the delivery ratio in an emwment that has rather high transmission erre. rat
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1. INTRODUCTION 2. Enhanced DOUBLE COVERAGE

A . . BROADCAST (EDCB) - A NOVEL
mobile adhoc network (MANET) enables wirelesspropPOSAL

communications between participating mobile nodes With the goal of reducing the number of

without the assistance of any base station. Thenwe®s  forwarding nodes without sacrificing the broadcast

which are not in each other transmission ranges ¢atla  delivery ratio, here with it is proposed with a pim

supporting intermediate node that relays the mesaad broadcast algorithm designated as calleuble-

sets up communication. Further the broadcast dperat coverage broadcastwith feature of broad casting

place important fundamental role in the MANETs eyst  redundancy and higher delivery ratio with lowereghh

by the way of radio transmission. With an addedtransmission error rate.

advantage of a single node transmitting packetshd¢o G = (V, E):a unit disk graph as in Fig 1

neighbors who can receive the message. But the/here

MANETs system suffers from high transmission error V: Node se(set of wireless mobile nodes)

rate owing to the high transmission contention and E: Edge set (set of bi-directional links between
congestion. Hence providing higher reliability for neighboring nodes)

broadcasting operation under dynamic MANET[16]

system becomes an important concern and it posses a Two nodes are considered as neighbors if and

major challenge. And may be tackled by selecting anly if their geographic distance is less than the
ideal error free fully coveraged environment witigrh  transmission range In a localized broadcast protocol, a
transmission delivery ratio, single forwarding nodenodev is equipped with &-hop subgraplGk (v) for a
which is entirely different from the existing alghms  smallk, such ask = 2 or 3.Gk (v), induced fromk-hop
that are based on probability. information ofv, is [Nk (v), Ek (v)]. Nk (v) denotes thé-

In that direction the acknowledgment messagesiop neighbor set of node which includes all nodes
(2ACKs)[16], used to ensure broadcast deliveryoratid  within k hops fromv (and also includes itself). Hk (v)
E2ACK[17,16] fulfilling the requirements of receigeto  denotes thé-hop node set of which includes all nodes
send ACKs in response to the reception of a patigt that are exacthk hops away fromv; that is, NO(v) =
becomes another bottleneck which rises to channgdo(v) = fvg, Nk (V) = NkiL1(v) [ Hk(v), Hk(v) = Nk(v) /
congestion and packet collision, are has to bec#ffdy  Nkj1(v), for k=1. For convenience, 1-hop neighbor set
addressed. Hence the present paper aims at ad hNg (v) and 1-hop node sétl (v) are represented &b(v)
networks using double coverage for improvedandH (v), respectively.Ek (v) denotes the set of links
broadcasting reliability. betweenNk (v), excluding those links betweetik (v).

That is,Ek (v) = NKL (v) £ Nk(v). For example, i’ has 1-
hop neighbor information, then it knows all its gigbors,
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but not the links between these neighbord/ i a node 4. Repeats step 2 and 3 above udttbecomes empty as
set,N (V) is the union of the neighbor sets of every nodellustrated in Fig 3.

in V, that is,N (V) = [8w2V N (W)]. on () ),
1 2 3 1 2 3
@ ’,\-\ C O O]
(L—Of—\’ )—; é—l&—lt
4 5 6 7 4 5 6 7
(a) ()
L Fig : Dominan Pruning
Figl: Disk graph of MANETS 2.1.3 Enhanced Double-Covered Broadcast Algorithm

Initiation

Broad casting network requires a packet to
receive by all nodes in the network. But transmoissi
interference and the movement of the nodes mayecaus
some nodes to lose the broadcast packet. The radopnd
of the broadcast packet can bring more opportunite
a node to receive the packet successfully. Moreater

2.1 Algorithms

2.1.1 Dynamic Neighbor-designating Broadcast
Algorithm

1. Let u be the senders broadcast packet, lesigdate
some neighboring node as its forwarding node gt te(
cover its 2 hop node set H2(u) thus u sends th&epac

tzogAe\tht(;r W'thdF(u)' . h ket f forfiltse the sender can retransmit the packet, the numbeodds
- AS the node v receives the packet form u for that receive the broadcast packet is also increased

time, if v is not designated as a forwarding nogleubit The proposed enhanced double-covered

goes to step 1 above and is as shown in the Fig 2.

U= H, %)

When a sender broadcasts a packet, it selectssatsob
1-hop neighbors as its forwarding nodes to forwiduel
packet based on a greedy approach. The selected
forwarding nodes satisfy the following:

1. They cover all the sender’s 2-hop neighbors
2. The sender’s 1-hop neighbors are either forwardi
nodes, or non-forwarding nodes but covered by attle
) ) two forwarding nodes
Fig 2. Multiple relays (MPR) After receiving a new broadcast packet, each
] _ forwarding node records the packet, computes it's
. The algorithms of the class of dynamic forwarding nodes and rebroadcasts the packet asva n
neighbor-designating broadcast algorithms  adoptingender. The retransmissions of the forwarding nades
greedy strategy so as to designate minimum number @yerhead by the sender as the acknowledgementeof th
forwarding nodes are selected so that other nerghdam reception of the packet. The non-forwarding 1-hop
take the non-forwarding status. neighbors of the sender do not acknowledge theipiece
In this proposal, multipoint relayf8, 9] are  of the broadcast. The sender waits for a predefined
adopted selected as the forwarding nodes to prépagajyration to overhead the rebroadcast from its foding
link state messages. The MPRs are selected froopl-h noges. If the sender fails to detect all its foniag
neighbors to cover 2-hop neighbors. Forwarded nodegodes retransmitting during this duration[7,9jassumes
are not considered for a node to select its MPRE an that g transmission failure has occurred for thestcast.
therefore, the entire set of 2-hop neighbors must bthe sender then resends the packet until all the
covered (Figure 1(a)). Specificallyv selects its forwarding nodes’ retransmissions are detectedher t
forwarding node sef from all candidate neighbo$ = maximum number of retries is reached. The sendgr ma
H (M) =N () i fvg to cover its uncovered 2-hop piss a retransmission from a forwarding node, and
neighborsU = H2 (v) = N2 () i N (v) with a simple  therefore resends the packet. When the forwardagen

greedy algorithm used in the set coverage proBlm receives a duplicated broadcast packet, it sendsCi6
These forwarding nodes set selection process (FNSSI?O acknowledge the sender

are detailed as follows. : .
. . The EDCB algorithm selects a set of forwardin
é‘l'Z: I;or\)/vardmg Node Set Selection Process (FNSSP nodes that form a vir?ual backbone of the netwditke ’
or nodev . ;
o _ _ oz forwarding nodes are selected in such a way they th
;' IE;EZI\%' ()i(n_xl? \(/\\:i)t'hutr:eHrzngzi'n?SriFe_ff':;:tive neiahbor balance the average retransmission redundancyhéor t
d‘e reedegreew) = N(w) \ Uj 9 delivery of a broadcast packet throughout the entir
3 I%—F [?vv U __LJJ N(W) Ja.de—X . network. The scheme avoids the broadcast storm
T 9 v=Yi ’ =Aiwg problem: since only the forwarding nodes transthé t

A=Hw)
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packet, the broadcast collision and congestion ar@.1.4 Forwarding Node Set Selection Process - Eadthn
reduced. This scheme also avoids the ACK implosiorDouble Coverage (FNSSP-EDC)

problem: the retransmissions of forwarding nodes ar Referring to Fig 1, a sample network where nodee&su
also used as the ACKs to the sender so that na extthe FNSSP-EDC to select its forwarding nodes

ACKs are needed. The failure of overhearing fonivagd
nodes’ relays will trigger the sender to retransthi¢
packet, so that the packet loss can be recoveradacal
region. Each non-forwarding node is covered byast
two forwarding neighbors so that it can toleratsiragle
transmission error and its chance to receive tbadrast
packet successfully is greatly increased even mnga
transmission error rate environment.

algorithm does not suffer the disadvantage of the

1. Each node setsX = H(v) j N(u) andU = N2(v) N(u) /
N(F(u) fvg).

2. Nodev uses the FNSSP to firk(v) in X to coverU.

2.1.5 The Enhanced Double-Covered Broadcast (EDCB)
Algorithm

Notations

F (v): the forwarding node set of node v.

Moreover, theaJ (v): the uncovered 2-hop neighbour set of

node v.

receiver-initiated approach that needs a much longeX (v): the selectable 1-hop neighbor set of

delay to detect a missed packet.

Forwarding Node Set Selection Process
Assuming that each nodeknows its 2-hop sub
graphG2 (v) = (N2 (v); E2 (v)). A forwarding nodev

uses the FNSSP-DC (Algorithm 3) to determine its

forwarding node seE(v): v uses the FNSSP algorithm
(Algorithm 2) to find F(v) in H(v) to coverN2(v) ( fvg
(Figure 2(a)). Unlike the MPR algorithm [8] wheralp

nodes inH2(v) need to be covered by forwarding node

setF(v), the FNSSP-DC algorithm guarantees that2-

hop neighbor sdt2(v) (excludingv itself) is completely
covered byv's forwarding node seF(v). Sincev also

transmits the packet to covelr (v), any non-forwarding
node inH (v) is covered twice and is shown in Fig 4.

1. Each node computesX = H (v) andU = N2 (v) fvg.
2. Nodev uses the FNSSP to firg[v) in X to coverU.

U= Na— v}

U= W5 (v —NE-NEFm—{v])

(a (b
e forwarded node A u
o forwarding node O x

o non—forwarding node O covered area

Fig 4: lllustrations of the forwarding node setestion
process of the EDCB algorithms

node v.
P(u), F(u)):unique broadcast packet P
forwarded by node v that attaches vs.
forwarding node set F (v).
Twait: the predefined duration of a timer for a
node to overhear the retransmissionsof it
forwarding nodes.
R: the maximum number of retries for a node
Proposed Algorithm
1. When source wants to broadca#, it uses the
FNSSP-DC to find=(s) and broadcasf(s; F(s)).
2.When node receivesP(u; F(u)) fromu,
v recordsP(u; F(u)).
v updatesX(v) = X(v) i N(u) andU(v) = U(v) j N(u) i
N(F(u) i fvg).
if v 2 Hu) then if the packet has not been received
before thenv uses the FNSSP-EDC to firle(v) that
coversU(v) and broadcas®(v; F(v)).
Else,v sends an ACK tal to confirm the reception of
P and drops the packet.
End if elsev drops the packet.
end if
3. When nodei has sent the packet, it starts a timigs;
and overhears the channel. AfiigL,;; is expired, ifu does
not overhear all nodes iR(u) to resendP or to send
ACKs, u retransmitsP until the maximal number of
retriesRis reached.

The above concept is supported by the following
theorem, Given a connected network, the EDCB
algorithm works correctly based on the assumptioat t
broadcasting through this network is an atomic
operation”

Proof: We prove Theorem 2 by contradiction. Assume

The source of a broadcast operation uses thehat the network is not fully covered when broaticgsa
FNSSP-DC algorithm to determine its forwarding nodepacket with the EDCB algorithm, that is, we cardfiat

set. Other forwarding nodes consider the impacthef
sender of the broadcast packet.vifis a designated
forwarding node ofu, that is,v receives a new packet
from u andv finds itself inF(u), v uses the FNSSP-EDC
algorithm (Algorithm 4) to determine its forwarding
node set (Figure 2(b)y-finds F(v) in H(v)jN(u) to cover
N2(v)iN(u)iN(F(u)ifvg). The goal of FNSSP-EDC is to
cover all those nodes in the 2-hop neighborhood, of
excluding those that have been already covered dnd

least one noded such thatd does not receive the
broadcast packet from the souscén Figure 5, the sef
inside the circle represents the covered node Get,
represents the uncovered node set. Theresa2eCandd

2 C. Since the network is connected, there existsth pa
from sto d. Suppose nodeis the uncovered node that is
closest tos on the path, and is the predecessor afon
the path. Based on the assumptigrhas received the
broadcast packet, sayhas received the packet from node

those that will be covered by some other forwardingu for the first time. Becaus& 2 N2(u), Theorem 1

nodes ofu.

guarantees thatu covers x. This contradicts the
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assumption. Therefore, the EDCB algorithm guaranteespecification. We use the broadcast mode with no
the network is fully covered RTS/CTS/E2ACK mechanisms for all message
transmissions, including HELLO, DATA and
E2ACK][16,17] messages. Since transmission errong ma
occur when nodes send messages in real wireless
channels, we assume a probability P for each veisele
channel to successfully transmit a message. The
movement pattern of each node follows the randog wa
point model: each node moves to a randomly selected
destination with a constant speed between 0 and the
maximum speed V. When it reaches the destination, it
stays there for a random periodahd starts moving to a
new destination. The pause timg i3 always 0 in our
simulation. The network traffic load also affectset
performance of the protocol; we change the value of
constant-packet-rate CPR (packet per second) whith
packet has a constant length of 64 bytes. A nodefaia
to receive a message because of a transmission arro
transmission collision or the node’s out-of-range
packet and stops the process; otherwidarther checks movement, After sending a message, a node will ima]t .

a period of time J,; and resend the message until it

whetherP is ever received. IP is a new packet fov, v reaches the maximum value R. Each simulation was ru
uses the FNSSP-EDC algorithm to compute its '

: . for 100 seconds. In order to avoid the initialiaatibias
forwarding noded=(v) and send$ with F(v). If v has L
already received from another node; will not forward of the system state on the broadcast operationfinae

P, but send an ACK ta to confirm the reception so that make all nodes move around within the area for 1000
uwill not retransmit the same packet at a lateeti seconds so that -they can thoroughly exchar)ge HELLO
3. When the sendeu broadcastsP, it waits for a messages to build up 1-hop and 2-hop neighbor sets.
predefined duratio,,; to overhead the retransmission grhoeandcass%chlZ?sdomié Sreolc?g(tjidre T:;‘;Sfoftf&n&send
of its forwarding nodes. Ifi overhears a retransmission T K P '" th pb deast ket N
packet from its forwarding node u regards this as an 0 make sure a € Droadcast packets propagate
ACK from v. u may receive explicit ACKs from some of throughout the network, the simulation will lastr fo
its forwarding nodes to confirm the receptionulfioes Emother 10 steconds hafte_r thle I_ast 1b(;oadcast prid[z:ss
not overhear all of its forwarding nodes when tinget nge/ycst)er:]:itdenserilrjwr':eivgl ?(I)T;Jh?etlr%r;ults times to aengev
expires, it assumes that the transmission failuas h Table 1. Simulator Parameters.

occurred for this packeti then determines a nel#(u) to .

Fig 5. lllustration of the Proof of the Theorem

Working of the proposed EDCB Algorithm

1. When a nods starts a broadcast processjses the
FNSSP-DC algorithm to select its forwarding node se
F(s), and broadcasts the paclkatogether withF(s).

2. When a node receivesP from an upstream sendey

it recordsP. v also updates it¥(v) = X(v)iN(u) andU(v)

= U(V)iN(u)iN(F(u)ifvg). Note thatX(v) and U(v) are
initialized to H(v) andH2(v). Then,v checks whether it
is a designated forwarding node wflIf not, v drops the

cover the rest of the uncoveré#{u) and resends the Pgrameter Value
packet until the maximal number of retrigss reached. Simulator Advent
The Fig 6 Shows working of EDCB Network area 1000 X 1000
Transmission Rang 350m
MAC Layer IEEE 802.11
Data Packet Size 64 Bit
Band width 4 Mbls
Simulation Time N0s
7 Number Trials 10
N Confidence Intervals | 93 %

o forwarded node @ u
e forwarding node B x

© non—forwarding node O coversd area 4. ReSUlt Ana'ySIS
; ; ; In this 1000x1000 network area at low mobility
Fig 6 Working of Proposed EDCB Algorithms where Vo is 1 meter per second(mis) and low
3. Simulati transmission error rate { 0.8%). For data traffic load
- >imu at'or:j | h ‘ ¢ th CPR at 10 packets per second (pkt/s), the helkrat
In order to analyze the performance of theyr) | o s 1 second (s), and the waiting timg,fis 50

proposed algorithm, we run the simulation under themillisecond (ms). the identified effect of netwasize is

Glomosim s;]mulgtorl test bed with SMITP dw_ltr;lelessn to each metric and the network under this envirent
extension. The simulator parameters are listedabld ., he considered being static error-free. Ithseoved

1(a): the network area is confined within 1000"1@60_ _for the above conditions all algorithms have good
Each node in the network has a constant transmissioyelivery ratios (> 93%). Further the delivery ratio

range of 350 m. We use a two-ray ground reflectior‘proposed EDCB-SD is greater than the other two

model as the radio propagation model. The MAC 'aye'élgorithms namely DCB-ST, DCB-RE for all the ranges
scheme follows the IEEE 802.11 MACI6,7,9]
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considered. Where as the delivery ratios of all DCBFig 10 shows the Broad Castiegd to end delay for the
algorithms are slightly higher than AHBP-EX at dens different nodes. From fig it can be observed théhw
(n=1000 network),which suggesting the EDCB-SDincreased nodes the broadcasting end to end delay
algorithm delivery ratio is superior benefiting finothe  increases. Further from the nature of the curveay be
retransmission mechanism. The fig7-10 are predentedepicted that the broad casting delivery ratio éases
with the performance analysis of the Proposed EDCBwjith increased number of nodes

SD algorithm. Fig 7 shows the packet delivery rditio

the different nodes. From fig it can be observed tith
increased nodes the packet delivery ratio increases
Further form the nature of the curve it may be diepi
that the packet delivery ratio increases with insesl
number of nodes.

1-

o o
© ©

o
3

—e— DCB-SD
—=— DCB-ST
— — DCB-RE

o
=Y

o ¢
~

o
w

Broadcast end to end delay
o
o

o
N

|

o f

—+— DCB-SD
—a—DCB-ST
——DCBRE

30 34 50 60 70 80 90 100

No.of Nodes

Packet Delivary ratio

Fig 10. Variations end to end delay with increased
number of nodes

30 40 50 60 70 80 90 100

foofodes From this simulation, we can see that all
Fig 7. Variations Delivery Ratio with increased raen ~ algorithms — have high delivery ratios under the
of nodes 1000x1000 that the network is almost static and

Fig 8 shows the Broad Castimgtio for the different transmission error-free. DCBs and AHBP-EX have
nodes. From fig it can be observed that withreased ~Comparable performance under this scenario. Alse, w
nodes the broadcasting delivery ratio increasegthéu hotice that EDCB-SD performs best among three DCB
from the nature of the curve it may be depicted tha algorithms

broad casting delivery ratio increases with incegas

number of nodes 5. Implementation
” The steps followed in the implementation of pragabs
2w EDCB-SD algorithms are shown
E .
g —+—oces0) Node creations
S 50 —=—DCB-ST T
E’ 40 __ — ——DCBRE Towards Broadcast Reliability i
g 30— Mobile Ad Hoc N/W with Double
g 2 Covera ge
S
[
30 34 50 60 70 80 90 100 _
No.of Nodes Freerhe neasBetane =
Fig 8. Variations Broad Casting Ratio with increased —
number of nodes 7 C—
Fig 9 shows thebroadcasting overheafior the different = - e —
nodes. From fig it can be observed that with inseela o o D
nodes the broad casting over head increases. Furthe

from the nature of the curve it may be depicted tha
broad casting overhead decreases with increasetiarum

Selection of Node
of nodes

Towards Broadcast Reliability in
Mobile Ad Hoc N/W with Double
Coverage

——DCB-SD|
—=—DCB-ST
— —DCB-RE

Source Mode =

Select Nade [C——

w » o N ®

Broadcast overhead

~

o »
@
g
o
g
g
o
¢
i
2
¢
&

30 34 50 60 70 80 90 100
No.of Nodes

Fig 9. Variations overhead with increased numlifer o
nodes
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6. Advantages of EDCB and Comparisons

The advantages of proposed EDCB are agetworks,Proc.

follows

152

7. Conclusions

Carried at on the extensive work EDCB are
concluded as follows:

Algorithm provides high delivery ratio while
suppressing broadcast redundancy. This is achibyed
only requiring some selected forwarding nodes among
the sender’'s 2-hop neighbor set to forward the g@lack
The double-covered forwarding node set selection
process provides some redundancy to increase the
delivery ratio for non-forwarding nodes so that
retransmissions can be remarkably suppressed when
transmission errors are considered. The simulaienlts
show that the double-covered broadcast algorithsn ha

e high delivery ratio,

* low forwarding ratio,

* low overhead and low end-to-end delay

for a broadcast operation under high transmission
error ratio environment. From the simulation, we
observe that the EDCB is sensitive to the node’s
mobility.

The EDCB provides full reliability for all
forwarding nodes but not for non-forwarding nodes.
order to provide full reliability for all non-forwding
nodes, we can use the N-ACK mechanism such that a
non-forwarding node will send a N-ACK message when
the node notices a packet loss during the contiuou
broadcasting transmissions.
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